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OVERVIEW

• Constraint-based confounder discovery: Local discovery by partitioning (LDP) returns a valid adjustment set (VAS) for

an exposure X and outcome Y under Pearl’s backdoor criterion (Theorem 2).

• Robust to latent confounding: If a specific d-separation criterion is passed (Definition 1), the adjustment set is valid under

causal insufficiency.

• Returns partition labels, not graphs: Instead of learning the causal graph, LDP learns causal partition labels describing the

relationship between a given variable, X , and Y (Theorem 1). Partitions are universal properties of arbitrary DAGs.

• Polynomial time: Total number of independence tests performed scales quadratically with respect to variable set size

(versus worst-case exponential for baselines).

• Less biased effect estimation: Adjustment sets from LDP yield less biased and more precise average treatment effect (ATE)

estimates than baselines (bottom right).

UNIVERSAL PROPERTY: CAUSAL PARTITIONS

Theorem 1. Take any arbitrary DAG and a specific exposure X and outcome Y . The eight partitions defined below are

exhaustive and disjoint, such that any variable Z falls uniquely under one partition category with respect to {X, Y }.

Intuition: Partitions generalize the acyclic triples induced by {X, Y, Z} to the case of arbitrarily large graphs.

PARTITIONING FOR VALID ADJUSTMENT SET DISCOVERY

Sufficient (not necessary) conditions for correctness: There exists at least one observed member of Z4 and Z5.

ROBUSTNESS TO LATENT CONFOUNDING

Lemma 1. LDP does not place descendants of X in Z1 under sufficient conditions.

Definition 1 (Z5 criterion). True if ∃Z5 ∈ Z5 that is d-separable from Y given X and Z1 (Z5 ⊥⊥ Y |X ∪ Z1).

Lemma 2. Passing the Z5 criterion is a valid indicator that Z1 blocks all backdoor paths.

Theorem 2 (LDP returns a VAS for {X, Y } under the backdoor criterion). Following from Lemmas 1 and 2, if the Z5 criterion

is passed, then the Z1 returned by LDP is asymptotically guaranteed to be a VAS for {X, Y }.

VALID ADJUSTMENT SETS FOR ATE ESTIMATION

LDP returns a higher proportion of VAS for a ten-node DAG, compared to baselines (left). Results of the Z5 criterion are

consistent with whether a VAS exists in latently confounded variable sets (center, right).
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